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Science educators invest their time, effort and expertise in the effort to “make science enjoyable and interesting” and “inspire a general interest in and engagement with science.” The consensus purpose for science education experiences are the long-term transformation of the learner; an individual sufficiently engaged that s/he will have the interest and tools necessary to pursue a “cascade” of experiences subsequent to the initial educational event. Support for this conclusion comes from a large-scale survey of both informal and formal science educators in the United Kingdom where 90% of science educators from across more than a dozen sectors, including museums, science centers, zoos and aquariums, print and broadcast media, outdoor facilities, libraries and schools, rated the above two educational goals as their highest priorities (Falk, et al., 2015). A laudable purpose indeed, and many dedicated professionals work to that end, but the question remains: How can the field measure whether or not any particular educational experience sets off long-term, cascades of additional learning experiences?

Science learning is neither linear nor easily isolated in time and space.

A number of major challenges limit valid and reliable documentation of the long-term effects of any science education experience. Two are particularly vexing, the complex and cumulative nature of science learning and the inherent limitations of current research methods and tools.

The Complexity of Learning

It was once assumed that learning, and science learning in particular, was a straightforward, linear process that primarily occurred through directed instruction, i.e., the absorption-transmission model (cf., Bransford, Brown & Cocking, 2000; Roschelle, 1995). However according to a recent OECD publication (Dumont, Istance & Benavides, 2012), the dominant view of learning, today, is a socio-constructivist view, in which “learning is understood to be importantly shaped by the context in which it is situated and is actively constructed through social negotiation with others” (p.3). From this perspective, any particular learning experience, whether it takes place within a classroom or a science museum, is almost certainly influenced by a host of other learning experiences that occurred previously in a person’s life. Thus, the ultimate outcome or effect of a particular learning event is likely to be only a partial consequence of that specific event. A full accounting of even short-term effects would require knowing something about each learner’s unique learning history prior to the event, and then only by viewing these trajectories in the aggregate could some understanding of the overall outcomes/effects of that event be inferred (cf., Falk, 2018).

In other words, learning is rarely, if ever, instantaneous (Bransford, Brown & Cocking, 2000). Individuals develop an understanding of and appreciation for scientific topics through an ongoing accumulation of experiences and understandings derived from multiple sources (e.g., Anderson, Lucas, Ginns, & Dierking, 2000; Barron, 2006; Bathgate, Schunn & Corenti, 2013; Bell, et al., 2013; Bransford, Brown, & Cocking, 2000; Falk & Needham, 2013; Ito, et al., 2013; Lemke, 1999; NRC, 2015). For example, an individual’s understanding of the physics of flight might represent the cumulative experiences of completing a classroom assignment on Bernoulli’s principle, reading a book on the Wright brothers, visiting a science center exhibit on lift and drag, and watching a television program on birds. For the individual, all of these experiences are combined, often seamlessly, as they construct a personal understanding of flight; no one source is sufficient to create understanding, nor one single institution solely responsible. In the above scenario, when did this individual learn about flight and what experiences most contributed to learning? And how could one specifically identify and attribute the pieces learned while at, for example, the science center as opposed to the pieces learned in school, reading, or television? In summary, science learning is neither linear nor easily isolated in time and space.

Methodological Issues

This leads to the second major set of challenges in measuring the cascading events that constitute science learning—methodological challenges. Historically, the vast majority of efforts designed to measure the consequences of a science education event were limited in both duration and scope. The most common measures, in both informal and formal contexts, utilized some kind of pre-post design which measured changes in understanding, attitude,
In response to this first issue, a number of investigators, including particularly many within the informal/free-choice realm, have attempted to lengthen the timeline of assessment by weeks, months and even years (e.g., Adelmann, Falk & James, 2000; Bell, et al., 2013; Falk & Dierking, 2014; Falk, et al., 2004; Flagg, 2005; Fraser, et al., 2012; Peterman, Pressman & Goodman, 2007). Naturally, the longer the timeframe, the greater the challenge in maintaining contact with individuals and the potential for introducing other types of biases into the data. For example, panel/longitudinal designs are notorious for becoming less representative over time as the population changes and as panel members drop out (Groves, 1989; Taplan, 2005). Longitudinal designs may also be prone to certain forms of measurement error, such as “conditioning” and “seam” bias (cf., Groves, 1989; Lavrakas, 2008). Another problem is that virtually all of these longitudinal studies, including those cited above, utilized in whole or in part self-report data; an approach long viewed with skepticism with the social science community (cf., Baer, Renaldo & Berry, 2003). Although a number of studies from various disciplines have established that self-report data, though not perfect, are actually reasonable surrogates for more direct measures, especially when using survey data (Chan, 2009; Gonyea, 2005; Vaske, 2008), finding alternative or at least additional measures to support the validity of changes would seem important.

Equally problematic, and potentially even more intractable, has been the challenge of attribution. Given the inherently incremental and distributed nature of science learning, how can one be certain that any observable changes in an individual’s knowledge, interest or behavior are actually attributable to the experience under study? Very few studies have seriously dealt with this issue.

**Responding to the Challenge**

A group of 12 researchers gathered at MSI to discuss issues surrounding the critical but challenging area of how to measure the long-term effects or impacts of ISE experiences, chaired by Dr. John Falk, Oregon State University and Institute for Learning Innovation, and hosted by Dr. Aaron Price, Museum of Science & Industry, Chicago, (MSI) on July 18, 2018. All the invitees had expertise and experience in this area, resulting in a rich conversation based equally in theory and practice. The goal of the discussion was to build on the collective experience of the group to identify and address key challenges in this area of research and to propose potential solutions for advancing the field. This whitepaper provides a summary of those deliberations.
Measuring change over time is a fundamental challenge to almost all sciences (Duncan & Duncan, 2009). In education and many other social sciences, intervention goals are often focused on achieving long term and/or permanent outcomes, although most measurements of success are usually very short-term. In informal/free-choice settings, this dual reality is equally true. Interventions in such settings are often of relatively short duration, creating a greater dilemma than in many other educational contexts. For example, an after-school program may work with children for a few hours a week over the course of a year or two. And a museum exhibit may gather the attention of a guest for just a few minutes. What kind of long-term outcomes can one expect from such short interventions? Happily, an abundance of research has shown that even these very brief experiences can have very positive effects (see reviews by Anderson, Storksdieck & Spock, 2009; Falk & Dierking 2018; NRC, 2009). However, despite considerable research and support for the existence of some kinds of positive long-term effects for informal/free-choice learning experiences, the specific nature of these long-term effects is less well known. In particular, questions remain about the general duration (e.g., do effects last days, weeks, months, years?) and character (e.g., do effects wax and wane or do they just happen?) of such learning. The challenge to both researchers and education programmers is how to best use their limited resources to construct the most rigorous methodology or intervention, yielding the best results. In other words, what is lacking is a robust model of change. Having such a model or set of best practices would go a long way in helping researchers and practitioners design long-term studies/experiences within informal/free-choice learning settings.

Education is not the only domain to have been concerned with this topic. We could learn from the many other fields that are interested in long-term outcomes. Medicine comes to mind first with its emphasis on long-term impact of both interventions and side effects. When it comes to drug interventions, long term effects are often described using dose-response relationships (Farinde, 2017). The relationships are described using key factors such as potency (of the intervention/drug), slope (change of effect over time) and maximal efficacy (time and significance of peak impact). In the social sciences, analysis of long-term change is common through the use of latent growth models (LGM) (McArdle & Epstein, 1987; Duncan & Duncan, 2009; Isiordia & Ferrer, 2018). Long-term effects are also used as a component of structural equation modeling. These flexible statistical models are used to describe and predict growth and change over time in a manner that allows the researcher to include many of the complexities of social science data (such as multiple contextual variables or correlated responses between participants).

One way to visualize long-term outcomes are with slopes of effect (hereafter: SoE). Similar to growth curves and dose-response relationships, the slopes show change over time from a baseline level and with an intervention moment. However, they do not assume positive, linear or sustained growth. Typically, the dependent variable would be displayed on the vertical axis and time on the horizontal. Considering that human nature loves to work in logarithms (Dehaene, Izard, Spelke & Pica, 2008),
one may want to begin with an inverse logarithmic function as the basis for a typical SoE. But the more complex the model becomes, the more degrees of freedom are needed to characterize it. Figures 1–4 show four hypothetical learning-based SoEs.

Implications and Recommendations:
Researchers designing long-term studies may want to draw hypothetical SoEs as a thought experiment to help them determine when to measure outcomes and, combined with power analysis, how much data to collect at each point along the time continuum. As one can imagine, the more complicated the slope the more sampling points across time are needed to fully measure it and, as always, the less steep the slope, the more data required.

Figure 1: Forgetfulness

![Figure 1: A hypothetical inverse logarithmic decline. In this case, a student memorized the lines to Lewis Carroll’s Jabberwocky for a class project, then forgot them over time.](image1)

Figure 2: Hot Stoves Hurt

![Figure 2: A child touches a hot stove and learns a valuable lesson which they never forget.](image2)

Figure 3: Short Museum Visits

![Figure 3: Someone visits a museum as a child and learns about butterflies in an exhibit. They slowly forget most of what they learn only to have it reinforced when they visit again with their own children. This time, they recall more than before, but still forget some content until they visit again—this time with grandchildren. At this point, they remember the core information.](image3)

Figure 4: Long Term Engagements

![Figure 4: A child starts playing basketball at school, six months per year annually. Every year, they get a little better during the season. Then, after college they only play recreationally. They still improve, but at a slower pace.](image4)
Serious issues surround the question of attribution of causal relationships related to measuring the long-term impact and influence of informal/free-choice learning experiences. In other words, to what extent can measured outcomes and effects that are found to relate to specific informal/free-choice learning experiences be claimed to be directly or indirectly caused by these experiences? This issue is central to research, policy, and practice in the field. A long-standing question for researchers studying learning inside and outside of school has been the extent and degree to which informal/free-choice learning experiences and institutions contribute to learning outcomes for children and adults, as opposed to these outcomes being a result of selection bias or other confounding factors (e.g., Falk & Dierking, 1997; Falk, Dierking, et al., 2016; Falk & Needham, 2013; Falk, Pattison, Meier, Bibas, & Livingston, 2018; Tai, Liu, Maltese, & Fan, 2006).

The answer to this question has profound implications for not only educators working in these spaces, who have advocated for the importance of informal/free-choice learning (National Research Council, 2009), but also policy makers and funders, who historically have been skeptical about investing significantly in education initiatives outside the formal school system (Falk & Dierking, 2010).

In our discussion, three themes emerged that were further supported and informed by the pre-workshop readings and other resources shared by participants:

1) Studying questions of attribution and causality is important for the field.

2) Attribution and causality are more complex than assumed by many traditional models, such as pre/post experimental studies.

3) Testing and supporting claims of attribution and causality is an ongoing process, beyond a single study.

The group also identified communication during and after the research process as a cross cutting topic that was relevant to each of the themes. Finally, the group discussed implications and recommendations related to this emergent understanding of attribution for understanding the long-term impact of informal/free-choice learning experiences.

The Importance of Attribution

Many scholars have highlighted the challenges of making definitive claims about the causal impacts of informal/free-choice learning experiences on participant outcomes or of assessing how the contributions of these experiences relate to the ongoing, cumulative nature of learning across a person’s life, inside and outside of school (Falk, Dierking, & Foutz, 2007; National Research Council, 2009; Pattison & Shagott, 2015). Some have even suggested that the focus on simple causality and attribution is misguided or antithetical to the idiosyncratic, free-choice nature of informal learning experiences and institutions (cf., Falk, et al., 2016a).

The group was unanimous in agreeing that it is critical for researchers to study these causal relationships and test hypotheses about the direct and indirect impacts of informal/free-choice learning experiences on long-term participant outcomes. Researchers in this field have prioritized research-practice connections and often work directly with and alongside educators and policy makers to support and enhance learning outside of school. These educators and policy makers are, in turn, focused on using research to make decisions about what types of experiences and practices lead to positive learning effects over the long term and how funding and other resources can best be invested to support learning. This includes decisions about the relative focus on traditional education institutions, such as schools, and emerging institutions and systems outside of school or across formal and informal education settings. At the core, these are questions about causal relationships, even if the causal mechanisms and processes are not always simple, direct, or immediate. Thus, the group agreed that it is not enough for the field to assess correlational relationships or provide anecdotal evidence of impact (although those types of studies can provide important contributions to causal questions). Instead, researchers must work with educators and institutions to find innovative ways to test assertions about the causal relationship between informal/free-choice learning experiences and the long-term effect on participants.
The Complexity of Attribution

Although the group agreed that focusing on causal relationships is important, much of the discussion focused on how approaches to studying, describing, and communicating these relationships need to become much more nuanced and sophisticated in order to account for the complexity of attribution and causality related to long-term learning outcomes. Traditional perspectives on causality and attribution focus on the classic formulation of establishing temporal order, measuring correlation, and accounting for confounding factors or alternative explanations (Campbell & Stanley, 1967; Fu, Kannan, Shavelson, Peterson, & Kurpius, 2016; Shadish, Cook, & Campbell, 2001). However, many other perspectives on causality and approaches to studying causal relationships have emerged that recognize the complexity of learning in the real world (Gates & Dyson, 2017; Lemke, Lecusay, Cole, & Michalchik, 2015). For example, some perspectives emphasize feedback loops and emergent properties within complex systems, rather than linear relationships, or highlight the importance of participant narratives of causal chains. In the field of evaluation, there has been a growing focus on contribution rather than attribution, recognizing that the impact of any single program or initiative will be influenced by the variety of other experiences in a person’s life, before, during, and after the program takes place (Gates & Dyson, 2017). And research in informal/free-choice learning settings has consistently highlighted the important influence of what individual participants bring with them to the experience and what happens to them afterwards. Even within a traditional framework of thinking about causality, causal relationships almost always represent averages or probabilities, rather than universals, certainties, or inevitabilities. Modern statistical techniques allow researchers to model and test complex causal chains, multiple contributing factors, and mediating and moderating relationships, which often reveal the nuances underlying simple relationships between experience and outcome.

Overall, the group recommended that researchers seek to study and communicate more nuanced hypotheses about causality that reflect the situated and contingent nature of these relationships. For example: These types of experiences will likely lead to these types of outcomes for these groups of participants in these particular circumstances. As discussed more below, this formulation of a causal relationship makes clear the ongoing work, beyond a single study, that is needed to provide evidence for how the relationship generalizes to different contexts and different participants and the contextual factors and contingencies that influence the strength or probability of that relationship. Similarly, the group discussed the interplay between internal validity, or the strength of the causal relationship between cause and effect as conceptualized in a traditional experimental study, and other related issues such as external validity (i.e., is the causal claim relevant to contexts beyond the research study) and generalizability (i.e., does the causal relationship hold true for other participants, contexts, programs, etc.). Although clarifying the limitations of such studies is critical for the field, helping decision-makers avoid blind acceptance or overly critical rejection of findings becomes an equally important role for those researchers exploring long-term effects.

The Ongoing Study of Attribution

Because causal relationships are complex, situated, and contingent, the group discussed the importance of moving beyond a focus on single studies and instead developing bodies of research that cumulatively test and explore the limits of hypothesized causal relationships. A statement of a causal relationship is in essence an argument about a hypothesized connection between one or more causal factors and one or more outcome measures. Any single study can only provide partial and imperfect evidence to support, or contradict, that causal argument. Researchers, therefore, must clearly understand and communicate the strengths and limitations of the evidence within a given study and strive to test and explore those strengths and limitations with other study findings, different data sets, and further investigations. The group agreed that it is the responsibility of the researcher to be: transparent about methods and their connection to evidence and claims; frame claims appropriately given the level of evidence and limitations of a particular study; describe the study context in which those claims are situated; use language about causal relationships carefully and appropriately; and help outline for the field the next steps needed to continue investigation of the underlying causes and attributions motivating the study.

Similarly, it is the responsibility of the field and consumers of research to ask critical questions and foster a professional culture of respectful and productive debate about evidence, claims, and methods. Researchers can model these expectations by inviting and responding productively to study questions and critiques. Ideally, the group discussed how this ongoing
process of testing causal attribution should be informed by direct studies of causal relationships as well as explorations of the processes and mechanisms underlying those relationships, which can shed light on or help nuance the understanding of the relationships themselves (Shadish et al., 2001). In this process, quantitative, qualitative, and mixed-method approaches are all important for contributing to a deeper understanding of questions about cause and attribution.

The Communication of Attribution

During the group discussion, communication emerged as a cross-cutting topic relevant to all three of the themes described above. This communication involved how researchers describe and share study methods and findings, how these messages are tailored to different audiences, and how researchers collaborate with educators and policy makers.

As noted, the group extensively discussed the responsibility of researchers in carefully articulating their causal claims, study methods, level of evidence provided by the data, limitations and alternative explanations, and questions for future work. However, this type of technical language is often not appropriate or understandable by non-researcher audiences, such as educators and policy makers. The group noted that the allure of simple causal arguments and immediately actionable findings is strong for many stakeholders, including funders, which can make it difficult for researchers to situate the limits of a single study or set of data appropriately. Addressing this issue involves not only finding new approaches to communication and ways of collaborating with educators and policy makers, but also new efforts to develop shared understandings about the scientific process. All stakeholders interested in the effects of informal/free-choice learning need to understand that the development of knowledge through scientific research is incremental, ongoing, and imperfect; such is the nature of science. Understanding the limitations of how science and research work (i.e., claims are based only on evidence, evidence may be interpreted in different ways, and absolute certainty is impossible due to the fact that new information may require revisions to claims) is important when making sense of these investigations and the reported outcomes. The strengths, weaknesses and limitations of studies that examine these complex interactions must be made clear to stakeholders, who in turn must examine such work with a critical yet informed perspective.

In addition to communicating the limitations of particular studies or findings, the group agreed that progress on understanding causal relationships related to the long-term effects of informal/free-choice learning experiences are only possible through ongoing communication and collaboration between researchers and practitioners. Educators and practitioners working directly with programs and participants can help researchers understand the complexities of those experiences, what causal relationships and pathways are worth studying, and how those might be captured through research methods, measures, and analyses. Similarly, researchers can help practitioners develop program models and theories of change that account for the complexity of long-term impacts and can provide evidence to help guide decisions about the educational strategies and programs that are likely to lead to those impacts. Both researchers and educators can work together to pursue approaches to supporting learning that recognize rather than ignore the individual, situated, and contingent nature of informal/free-choice learning, such as allowing for personalization and creating ongoing support beyond a particular program or experience.

Challenges and Opportunities for Studying Attribution

In addition to the ideas above, the group discussed other challenges and opportunities inherent to studying attribution and causality related to the long-term effects of informal/free-choice learning experiences:

- Designing for complexity including methods and analytic approaches that capture the complexity of factors influencing long-term effects and creating broader program initiatives that influence or strategically align multiple experiences for greater impact.

- Understanding variation across informal/free-choice learning contexts related to attribution, such as different levels and types of possible outcomes from a single museum visit or a year-long afterschool program.

- Training and supporting researchers and evaluators in the field to use a variety of tools and perspectives, including approaches from other fields (e.g., Baer, 1988; Fivush, McDermott Sales, Goldberg, Bahrick, & Parker, 2004; Howell, 2014; Peterson, 2002), to pursue questions about causality and attribution.

- Balancing the roles of advocate and researcher, especially related to the honest and transparent communication of study limitations, the nuanced and careful communication of causal claims, and the ongoing debate...
about the relative value of informal/free-choice and formal learning experiences.

• Creating mechanisms to support ongoing dialogue about study findings, methods, and causal claims that advance the field’s understanding of attribution and approaches to studying long-term impacts.

• Finding sufficient time and resources to conduct this type of rigorous research and implement programmatic and educational strategies that reflect complex ideas about attribution and contribution.

Implications and Recommendations

How can informal/free-choice learning scholars and institutions grapple with the complexities and challenges described above and make headway in testing the effects of out-of-school experiences on long-term learning experiences? Affirming that it is no longer enough for the community to dismiss causality as an impossible goal, the group discussed three strategies for moving forward:

1) Focus and commit to values and effects—As discussed more extensively in other sections of the workshop, a key challenge to measuring long-term effects is defining and operationalizing what effects or outcomes should be prioritized. By focusing and articulating priorities, this group argued that institutions and programs can greatly increase the likelihood that educational strategies will be designed to effectively achieve outcomes and that the assessment of those outcomes will be aligned with the effects that the program or institution is best positioned to support.

2) Find methods for accounting for the complexity of attribution—Because of the variety of factors and complexities potentially influencing how and whether a particular learning experience will lead to long-term learning outcomes, the group agreed that it is important for researchers and educators to collaborate to find creative and innovative methods for accounting for this complexity when developing and testing models of long-term effect. For example, understanding the initial motivations of visitors to a museum can reveal how the outcomes of those experiences differ by participant group (Falk, 2009; Falk & Storksdieck, 2005). This may be especially important when the experience or program is relatively brief and the long-term effects will likely vary greatly across individuals based on prior and subsequent experiences. One way of thinking about this strategy is measuring and accounting for the “noise” within a learning system in order to better identify the “signal” showing the causal relationships or pathways between an informal/free-choice learning experience and long-term learning outcomes.

3) Design initiatives and partnerships to influence the complexity of attribution—A different approach to tackling the complexity of attribution is to design educational systems and partnerships that have a broader influence on the many learning contexts and experiences across a person’s life and thus exert greater, more synergistic influence on long-term learning effects (e.g., Falk, et al., 2016b; Pattison et al., 2017). This is aligned with the growing emphasis within the field to think about and support the learning ecologies of children and adults and help learners build on experiences across contexts and institutions (National Research Council, 2009, 2015). Beyond simply account for the “noise” within the system, this approach focuses on designing support structures so that the “noise” becomes part of the “signal” that increases the likelihood of achieving long-term impacts that can be attributed to specific educational programs and experiences.
The purpose of researching longer-term effects is usually to attempt to understand intervention impacts and outcomes that take time to take place. Rather than measuring immediate changes in knowledge, interest or attitude, a longer-term investigation usually focuses on the persistence of these changes, and on any resulting consequences, e.g., behaviors, of these changes.

In shorter term program evaluation/research, the metrics of outcomes are very program-specific, which often excludes findings related to organizational mission, community impacts, or individual outcomes not defined in advance. The move to outcome evaluation in the field, while a significant step forward, has significant shortcomings in that they:

- Make assumptions about accessibility and equity, e.g., assuming that everyone has the same access to an experience and failing to acknowledge issues of equity in determining outcomes (For example: an equitable assessment of graduation rates in STEM would require acknowledging that SES and parental support differences are as important in determining outcomes as are what happens within the K-12 grade system.)

- Require that “we” inside the field disproportionately define what is important to measure, usually in a prescriptive manner, rather than in a collaborative way that recognizes individual, cultural and community defined needs and priorities.

- Provide a barrier to performing open ended research focused on understanding what’s important to measure.

- Often skew towards the funders’ interests, which may or may not necessarily be fully aligned with what is deemed most valuable or interesting by the program organizers or the program’s participants.

Given these shortcomings, considerably more thought needs to be given to identifying and capturing not only the intended goals of the institution but equally the needs and goals of the intended audiences, including and specifically the likelihood that due to cultural and experiential differences, different audience constituencies may have different needs and goals.

Accordingly, it is important to consider that:

- Participant reflections on an experience overall may not be positive, but there can still be positive gains/effects/perceived moments of value;

- Some program participants can be doing meaningful things that are valuable to them, but the program/intervention/research is disrupting what they see as the best use of their time;

- In some investigations, and with some outcomes (e.g., behavior, interest), it will be important to make room for/acknowledge that cultural differences will likely effect outcomes;
• The scientific enterprise has its own set of discrete norms and cultures which directly influence how research is done even though there may situations and circumstances where it may not always be appropriate for these norms and cultures to be privileged;

• It is important that the field begin moving towards more individualized approaches to measuring impacts, pathways, and learning; all while maintaining high standards of research validity and reliability;

• Project timelines impose a tremendous constraint on validly measuring long-term effects; particularly given the significant time it takes to build trusted relationships necessary for successful research within many, particularly underserved communities;

• Research models might want to include within measures of effect how educational experiences contribute to the wellness of a community/family (as defined by the learners, not institutions);

• Research designs/approaches need to include measures that capture multiple levels of effect—effects at the level of the individual, the program and the community (cf., NRC, 2015);

• Some long-term metrics need to be open-ended so that learners themselves can have agency in defining where and how impacts have occurred in their lives; and finally

• The field still strongly privileges quantitative research over qualitative work, yet investigating longer-term, culturally-specific individual effects are likely to be most readily discernable through data-rich, qualitative approaches.

Implications and Recommendations:
The group makes the following suggestions for how to positively move the field forward. There is a need for the field to:

1. Place greater emphasis on reflexive practice—identifying specific moments in the process to review and modify the research/evaluation process in response to investigator learning (cf., Michael Quinn Patton (2016) Developmental Evaluation process).

2. Practice greater cultural humility. As our field begins to increase attention to and skill with culturally sensitive research we need to move away from prescriptive, linear approaches and open-up the research process to be more inclusive of its subjects. More qualitative, open explorations of the journey and the definition of benefits from the participants’ perspectives should be encouraged. We must consider what an engaged, inclusive meaningful role for the participants could be. Can we involve subjects in shaping the questions and/or in responding to the interpretation of data?

3. Demonstrate greater professional humility: Considering the increasing perception that conducting long-term investigations is a necessity rather than a nicety, the research questions inherent in valid and reliable long-term investigations must drive the methods—not the reverse.

However, we perceive significant barriers or challenges to moving informal science education research in this direction, in particular:

1. Quantitative research is more highly valued than qualitative research—yet this work requires the inclusion of qualitative approaches.

2. More inclusive approaches are very time consuming—and hence more expensive.

3. Is our field actually open to change, or will practitioners, funders and even some researchers find it threatening?
Conclusion

This highly productive meeting clearly identified some key challenges and issues inherent in investigating the long-term effects of informal science education experiences. As summarized below, it also generated some basic recommendations for both practice and policy.

1. Researchers designing long-term studies should consider illustrating the presumed learning process through a hypothetical Slope of Effect. This demonstration will work to help determine when to measure outcomes and, combined with power analysis, will help to clarify how much data to collect at each point along the time continuum.

2. It is important for researchers and educators to collaborate to find creative and innovative methods for accounting for complexity when developing and testing models of long-term impact. As well, researchers and educators must define and operationalize what effects or outcomes are to be prioritized thus increasing the likelihood that educational strategies will be designed to effectively achieve those outcomes, and that the assessment of those outcomes will be aligned with the effects that the program or institution is best positioned to support.

3. The field must confront the complexity of attribution by designing educational systems and partnerships that have a broader influence on the many learning contexts and experiences across a person’s life and thus exert greater, more synergistic influence on long-term learning impacts.

4. Researchers must identify specific moments in the process to review and modify the process in response to the researcher’s own learning, including newly identified cultural biases.

5. As the field builds improved culturally sensitivity in its research designs and practice, it will necessarily move away from prescriptive, linear approaches and, indeed, open the research process up to be more inclusive of its subjects.

These five recommendations represent important first steps towards achieving the goal of more validly and reliably measuring the long-term, cascading effects of any particular educational experience. However, further thought and experimentation on this topic are clearly needed. Additional efforts might include:

- Using these initial findings as a foundation for publications or presentations, and as a vehicle for generating further discussion;

- Encouraging other investigators to add to these initial reviews and collectively generate a more comprehensive review of existing literature, with particular attention to identifying key gaps in analysis;

- Convening of a larger, follow-up conference on this issue that includes invitations to those performing long-term research in health and wellness, human development, and other relevant social science areas; and

- The specific earmarking of funding for support of efforts to validly and reliably study long-term effects.
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